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Abstract

Variable selection requires the minimization of ||Xβ − y||2 with respect to β,
where X ∈ Rn×p is the design matrix, β ∈ Rp is a vector of predictors and
y ∈ Rn is the response of the model. The identification of predictors is important
for statistical modelling and numerical analysis can bring to statistics community
advanced linear algebra techniques for handling this issue. In this work, for a
given model y = Xβ + ϵ, where ϵ ∈ Rn is the vector of random errors, we study
the following problems:

(P1) Regularization and condition estimation
It is crucial to decide whether the given model needs regularization or not
for the derivation of the vector β. The notion of the effective condition num-
ber is introduced, which provides a measure for the stability of β due to a
perturbation in y.

(P2) Fast GCV estimates for correlated matrices
When regularization is applied and therefore the minimization of {||Xβ −
y||2+λ||β||2} is needed, the specification of appropriate values of the tuning
parameter λ is an important issue. When the design matrix has correlated
columns, its eigenvalue structure leads to a fast estimate for the generalized
cross validation (GCV) function which can provide a good value for the
parameter λ.

(P3) Numerical methods for high dimensional data
When the design matrix has much more columns than rows we deal with high
dimensional data. In such cases, it is needed the appropriate computation of
β in a way preserving the sparsity and the stability of the solution.
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