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Abstract

We will describe a regularized Newton-type method for the computation of the
minimal-norm solution to underdetermined nonlinear least-squares problems,
recently proposed in [1, 2]. The iterative algorithm is obtained by adding a cor-
rection vector to the Gauss–Newton iteration, and depends on two relaxation
parameters which are automatically estimated. We will discuss a modified algo-
rithm for the solution of medium and large scale problems, which projects each
linearized step in a suitable Krylov space. Numerical experiments concerning
imaging science will be presented to illustrate the performance of the method.
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